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ABSTRACT: Censored and truncated data are frequently encountered in diverse fields including
environmental monitoring, medicine, economics and social sciences. Censoring occurs when observa-
tions are available only for a restricted range, e.g., due to a detection limit. Truncation, on the other
hand, occurs if observations in some range are lost. This work considers the analysis of time series of
counts under censoring and truncation based on first order integer autoregressive (INAR) models. The
focus is on estimation and inference problems.
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1 Introduction
Observations collected over time or space are often autocorrelated rather than independent.

Time series measurements are often observed with data irregularities, e.g., observations with a
detection limit. For instance, a monitoring device usually has a detection limit and it records the
limit value when the true value exceeds/precedes the detection limit. This is often called cen-
soring. So, censoring occurs if observations Yi are available for a restricted range of Yi arising
from aggregation or may be imposed by survey design. This is very common in various situations
in physical sciences, business, and economics. However the dependent variables can be limited
in their range as well by truncation. Truncation arises if observations Yi in some range of Yi are
totally lost.However the dependent variables can be limited in their range by truncation. Trun-
cation arises if observations in some range are totally lost. Examples of left truncation include
the number of bus trips made per week in surveys taken on buses, the number of shopping trips
made by individuals sampled at a mall, and the number of unemployment spells among a pool of
unemployed. Right truncation occurs if high counts are not observed. The most common form of
truncation in count models is left truncation at zero. There is an extensive literature on regression
models in which dependent variables are censored or underlying distributions are truncated, see
[3] for a comprehensive review including discrete dependent variables. Nevertheless, the analysis
of time series under censoring or truncation has received little attention in the literature and regard
continuous valued processes only, see [4] and [1].

The model considered in this work is a time series of counts X1, . . . ,XT , generated according
to the first order integer autoregressive process

(1) Xt = α �Xt−1 + εt

where the arrival process εt is a sequence of independent and identically distributed non-negative
integer valued random variables, independent of Xt−1, with mean µε and finite variance σ2

ε and,
conditional on Xt−1, α �Xt−1 is an integer valued random variable whose probability distribution,
denoted by g(·|x;α) depends on the parameter α which may be a vector of parameters. Thus,
′�′ denotes a random operator, usually called thinning operator, which always produces integer
values and introduces serial dependence via the conditioning on Xt−1. For a review of thinning
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operators see [2]. The specifications of the thinning operator and arrival process lead to INAR(1)
models that ensure required distributional properties of the marginal distributions, namely that the
marginal distribution of Xt is from the same family as εt . The transition probabilities are given by

(2) p(Xt |Xt−1) = P [Xt = k|Xt−1 = l] =
min{k,l}

∑
j=0

g( j|l)P [εt = k− j] .

Considering time series of counts based on first order integer autoregressive models this work
aims at giving a contribution towards this direction.

2 A truncated count model
For some reason we do not observe Xt but Yt which results from left truncating Xt at a value

N. This means that a subset of the population that generated the data is unobserved. Then we
define a left truncated at N model, for Yt as

Xt = α �Xt−1 + εt

Yt = Xt , if Xt ≥ N(3)

The transition probabilities are now

(4) P [Yt = yt |Yt−1 = yt−1] =
P [Xt = yt |Xt−1 = yt−1]

∑
∞
i=N ∑

∞
j=N P [Xt = j|Xt−1 = i]P∗ [Xt−1 = i]

with P∗ [Xt = j] = P[Xt= j]
∑

∞
i=N P[Xt=i] and zero outside yt ,yt−1 ∈ [N,∞[.

3 A censored count model
Censoring occurs if observations Yt are available for a restricted range due to aggregation or

detection limits. We can say that censored data are âĂŸâĂŸpiled upâĂŹâĂŹ at a censoring point.
We define a censored at N model as

Xt = α � (Xt−1)+ εt

Yt = min{Xt ,N}=
{

Xt , if Xt ≤ N
N, if Xt > N(5)

The transition probabilities are
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P [Yt = yt |Yt−1 = yt−1] =

P [Xt ≥ N|Xt−1 ≥ N] =

∑
+∞

i=N ∑
+∞

j=N P [Xt = j|Xt−1 = i]P∗ [Xt−1 = i] , yt ,yt−1 = N

P [Xt = yt |Xt−1 ≥ N] =

∑
+∞

i=N P [Xt = yt |Xt−1 = i]P∗ [Xt−1 = i] , yt < N,yt−1 = N

P [Xt ≥ N|Xt−1 = yt−1] =

∑
+∞

j=N P [Xt = j|Xt−1 = yt−1] , yt = N,yt−1 < N

P[Xt=yt |Xt−1=yt−1]
P[Xt<N|Xt−1<N] =

P[Xt=yt |Xt−1=yt−1]

∑
+∞

i=N ∑
N
j=0 P[Xt= j|Xt−1=i]P∗[Xt−1=i]

, yt ,yt−1 < N

(6)

4 Estimation procedures
Neglecting censoring and truncation in the time series hinders meaningful statistical infer-

ence, leading to model misspecification, biased parameter estimation, and poor forecasts. We study
the regression properties of the censored INAR(1) models and show that least squares estimation
of the parameters is no longer appropriate. Likelihood analysis of the censored INAR(1) processes
is developed, including maximum likelihood and maximum pseudo-likelihood estimations. Some
problems related to the censored or truncated count data models are pointed out and illustrated.
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