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#### Abstract

The paper considers an example of reducing a bivariate Compound Poisson risk process with common shocks to an univariate Cramer-Lundberg risk model. Then using the results about Compound Poisson risk model the main numerical characteristics and distributions related to the new model are obtained. Analogous approach can be applies for any number of compound Poisson processes. It can be useful also in renewal theory or queuing theory for simplifying systems or building stochastically equivalent models.


KEYWORDS: Multivariate risk models, Common shocks, Cramer-Lundberg risk model.

## 1 Introduction

The theory of Compound Poisson risk processes origins since the works of Filip Lundberg [9] and Harald Cramer [3] and finds good applications nowadays. In 1967 Marshall and Olkin [10], [11] investigate a bivariate Poisson model with dependent coordinates. They lay the foundations of multivariate models with common shocks. Particular cases of such models are considered for example in Cossette and Marceau [2], or Wand [19]. In any of them the task for characterising of total claim amount distribution reduces to calculations of multivariate compound distributions. Recursive algorithms for bivariate compound distributions of Panjer's family are obtained e.g. in Panjer and Willmot[13, 14], Hesselager [12] among others. Sundt and Vernic [16, 17, 18] generalize these recursions to the multivariate case. Recently Jordanova and Stehlik [8] show that in many cases these multivariate risk models can be reduced to classical Cramer-Lundberg model. Here we consider an example of merging of Compound Poisson processes. More general results could be seen in Jordanova and Stehlik [8].

The organization of the paper is the following...
Along the paper $\perp$ means independent, $\operatorname{HPP}(\lambda)$ is an abbreviation of "homogeneous Poisson process with intensity $\lambda>0^{\prime \prime}, g_{\xi}(x)=E z^{\xi}$ is the probability generating function of the random variable $\xi$ and $\sum_{i=1}^{0}=0$. The independence between the summands and the number of summands in the following random sums can be relaxed without changing the final results if we assume that the compounding distributions describe the distribution of the summands, given the number of summands.

## 2 Description of the model

Consider a risk process $R$ consisting of two dependent types of polices. The dependent counting processes $M_{1}$ and $M_{2}$ of both types are compound Poisson process $B_{k}=\left\{B_{k}(t): t \geq 0\right\}$, $k=1,2$ with common shocks, described by independent compound Poisson process $B_{0}=\left\{B_{0}(t)\right.$ : $t \geq 0\}$. More precisely for all $t \geq 0$

$$
\begin{equation*}
M_{1}(t)=B_{1}(t)+B_{0}(t), \quad M_{2}(t)=B_{2}(t)+B_{0}(t) \tag{1}
\end{equation*}
$$
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where the processes $B_{0}, B_{1}$ and $B_{2}$ are independent, and for $k=0,1,2$,

$$
\begin{equation*}
B_{k}(t)=\sum_{i=1}^{N_{k}(t)} \eta_{k i}, N_{k} \sim H P P\left(\lambda_{k}\right), g_{k}(z)=E z^{\eta_{k 1}}, z \geq 0, \quad\left\{\eta_{k i}\right\}_{i=1}^{\infty} \perp N_{k}, \tag{2}
\end{equation*}
$$

$\eta_{k 1}, \eta_{k 2}, \ldots$ independent identically distributed (i.i.d.), and $\eta_{11} \perp \eta_{21} \perp \eta_{01}$.
$S=\{S(t): t \geq 0\}$ is the total claim amount process. For all $t \geq 0$

$$
\begin{align*}
S(t) & =S_{1}(t)+S_{2}(t),  \tag{3}\\
S_{1}(t) & =\sum_{i=1}^{B_{1}(t)} Y_{1 i}+\sum_{i=1}^{B_{0}(t)} Y_{0 i}, \quad\left\{Y_{k i}\right\}_{i=1}^{\infty} \perp B_{i}, k=0,1,  \tag{4}\\
S_{2}(t) & =\sum_{i=1}^{B_{2}(t)} Y_{2 i}+\sum_{i=1}^{B_{0}(t)} Y_{0 i}, \quad\left\{Y_{k i}\right\}_{i=1}^{\infty} \perp B_{i}, k=0,2 .
\end{align*}
$$

$Y_{k 1}, Y_{k 2}, \ldots$ i.i.d., and $Y_{01} \perp Y_{11} \perp Y_{21}$.
$R=\{R(t): t \geq 0\}$ is the risk reserve process and for all $t \geq 0$

$$
\begin{equation*}
R(t)=u+c t-S(t) \tag{5}
\end{equation*}
$$

where $u \geq 0$ is the initial capital and $c>0$ is the premium income rate.

## 3 Stochastic equivalent models

In this section first we obtain a stochastically equivalent presentation of the bivariate counting process $\left\{\left(M_{1}(t), M_{2}(t)\right): t \geq 0\right\}$ which shows that it is a particular case of multivariate compound Poisson processes of type I, discussed in Sundt and Vernic [17, 18]. Then, in Theorem 2 we derive the stochastic equivalent presentation of the processes $\left(S_{1}, S_{2}\right)$ as a compound Poisson process of Type I. Finally, in Theorem 3 we describe a stochastic equivalence presentation of the risk process $R$ which allows us to state that this is a Cramer-Lundberg (C-L) risk process.

Denote by $\lambda=\lambda_{1}+\lambda_{2}+\lambda_{0}$. In order to formulate our main results let us define a random vector ( $I_{1}, I_{2}, I_{0}$ ) with probability mass function (p.m.f.)

$$
\begin{equation*}
P\left(I_{1}=1, I_{2}=0, I_{0}=0\right)=\frac{\lambda_{1}}{\lambda}, d P\left(I_{1}=0, I_{2}=1, I_{0}=0\right)=\frac{\lambda_{2}}{\lambda}, P\left(I_{1}=0, I_{2}=0, I_{0}=1\right)=\frac{\lambda_{0}}{\lambda}, \tag{6}
\end{equation*}
$$

and zero otherwise. Assume random vectors $\left(I_{11}, I_{21}, I_{01}\right),\left(I_{12}, I_{22}, I_{02}\right), \ldots$ are i.i.d. with p.m.f. (6) and $\left(\eta_{11}, \eta_{21}, \eta_{01}\right),\left(\eta_{12}, \eta_{22}, \eta_{02}\right), \ldots$ are i.i.d. with independent coordinates with probability generating functions (p.g.fs.) correspondingly $g_{1}, g_{2}, g_{0}$. Denote by $N \sim H P P(\lambda)$,

$$
\begin{align*}
& A_{1}(t)=\sum_{i=1}^{N(t)}\left(I_{1 i} \eta_{1 i}+I_{0 i} \eta_{0 i}\right),  \tag{7}\\
& A_{2}(t)=\sum_{i=1}^{N(t)}\left(I_{2 i} \eta_{2 i}+I_{0 i} \eta_{0 i}\right) . \tag{8}
\end{align*}
$$

Assume $N,\left(I_{11}, I_{21}, I_{01}\right),\left(I_{12}, I_{22}, I_{02}\right), \ldots$ and $\left(\eta_{11}, \eta_{21}, \eta_{01}\right),\left(\eta_{12}, \eta_{22}, \eta_{02}\right), \ldots$ are independent.
Theorem 1. The bivariate processes $\left(M_{1}, M_{2}\right)$ and $\left(A_{1}, A_{2}\right)$ coincide in the sense of their finite dimensional distributions.

Proof: All processes $\left(M_{1}, M_{2}\right)$ and $\left(A_{1}, A_{2}\right)$ have homogeneous and independent additive increments and they start from the coordinate beginning, therefore in order to prove their stochastic equivalence it is enough to prove equality of their univariate time intersections. Due to the uniqueness of the correspondence between the probability laws and their p.g.fs. it is enough to derive equality between the p.g.fs. Consider $t>0, z_{1}>0$ and $z_{2}>0$. The definition and the multiplicative property of p.g.fs., (1), (2), and the well known form of the p.g.f. of compound Poisson processes imply

$$
\begin{aligned}
E\left[z_{1}^{M_{1}(t)} z_{2}^{M_{2}(t)}\right] & =E\left[z_{1}^{B_{1}(t)+B_{0}(t)} z_{2}^{B_{2}(t)+B_{0}(t)}\right]=E\left[z_{1}^{B_{1}(t)}\right] E\left[z_{2}^{B_{2}(t)}\right] E\left[\left(z_{1} z_{2}\right)^{B_{0}(t)}\right] \\
& =E\left[z_{1}^{\sum_{i=1}^{N_{1}(t)}} \eta_{1 i}\right] E\left[z_{2}^{\sum_{i=1}^{N_{2}(t)}} \eta_{2 i}\right] E\left[\left(z_{1} z_{2}\right)^{\sum_{i=1}^{N_{0}(t)}} \eta_{0 i}\right] \\
& =\exp \left\{-\lambda_{1} t\left[1-g_{1}\left(z_{1}\right)\right]\right\} \exp \left\{-\lambda_{2} t\left[1-g_{2}\left(z_{2}\right)\right]\right\} \exp \left\{-\lambda_{0} t\left[1-g_{0}\left(z_{1} z_{2}\right)\right]\right\} \\
& =\exp \left\{-\left(\lambda_{1}+\lambda_{2}+\lambda_{0}\right) t-\lambda_{1} t g_{1}\left(z_{1}\right)-\lambda_{2} t g_{2}\left(z_{2}\right)-\lambda_{0} t g_{0}\left(z_{1} z_{2}\right)\right\} \\
& =\exp \left\{-\left(\lambda_{1}+\lambda_{2}+\lambda_{0}\right) t\left[1-\frac{\lambda_{1}}{\lambda} g_{1}\left(z_{1}\right)-\frac{\lambda_{2}}{\lambda} g_{2}\left(z_{2}\right)-\frac{\lambda_{0}}{\lambda} g_{0}\left(z_{1} z_{2}\right)\right]\right\} .
\end{aligned}
$$

The definitions (7), (8), the formula for double expectations, the independence between $N$ and the other components of the processes $A_{1}$ and $A_{2}$ entail

$$
\begin{aligned}
E\left[z_{1}^{A_{1}(t)} z_{2}^{A_{2}(t)}\right] & =E\left[z_{1}^{\sum_{i=1}^{N(t)}\left(I_{1 i} \eta_{1 i}+I_{0 i} \eta_{0 i}\right)} z_{2}^{\sum_{i=1}^{N(t)}\left(I_{i} \eta_{2 i}+I_{0 i} \eta_{0 i}\right)}\right] \\
& =\sum_{n=0}^{\infty} E\left[z_{1}^{\left.\sum_{i=1}^{n}\left(I_{1 i} \eta_{1 i}+I_{0 i} \eta_{0 i}\right) z_{2}^{\sum_{i=1}^{n}\left(I_{i} \eta_{2 i}+I_{0 i} \eta_{0 i}\right)}\right] P(N(t)=n)}\right.
\end{aligned}
$$

By the multiplicative property of p.g.fs. and (6),

$$
\begin{equation*}
E\left[z_{1}^{A_{1}(t)} z_{2}^{A_{2}(t)}\right]=\sum_{n=0}^{\infty}\left\{E\left[z_{1}^{I_{1 i} \eta_{11}+I_{01} \eta_{01}} z_{2}^{I_{21} \eta_{21}+I_{01} \eta_{01}}\right]\right\}^{n} P(N(t)=n) \tag{9}
\end{equation*}
$$

Now (6) and the total probability formula imply

$$
\begin{equation*}
E\left[z_{1}^{I_{1} \eta_{11}+I_{01} \eta_{01}} z_{2}^{I_{21} \eta_{21}+I_{01} \eta_{01}}\right]=\frac{\lambda_{1}}{\lambda} g_{1}\left(z_{1}\right)+\frac{\lambda_{2}}{\lambda} g_{2}\left(z_{2}\right)+\frac{\lambda_{0}}{\lambda} g_{0}\left(z_{1} z_{2}\right) \tag{10}
\end{equation*}
$$

Therefore the fact that $N(t) \sim H P P(\lambda t)$ entails

$$
\begin{aligned}
E\left[z_{1}^{A_{1}(t)} z_{2}^{A_{2}(t)}\right] & =\sum_{n=0}^{\infty}\left\{\frac{\lambda_{1}}{\lambda} g_{1}\left(z_{1}\right)+\frac{\lambda_{2}}{\lambda} g_{2}\left(z_{2}\right)+\frac{\lambda_{0}}{\lambda} g_{0}\left(z_{1} z_{2}\right)\right\}^{n} P(N(t)=n) \\
& =\exp \left\{-\lambda t\left[1-\frac{\lambda_{1}}{\lambda} g_{1}\left(z_{1}\right)+\frac{\lambda_{2}}{\lambda} g_{2}\left(z_{2}\right)+\frac{\lambda_{0}}{\lambda} g_{0}\left(z_{1} z_{2}\right)\right]\right\}
\end{aligned}
$$

which is exactly $E\left[z_{1}^{M_{1}(t)} z_{2}^{M_{2}(t)}\right]$, and completes the proof.
Theorem 2. The bivariate total claim amount processes ( $S_{1}, S_{2}$ ), described in (5) is a compound poisson Process of type I (which means with one and the same number of summands). It is
stochastically equivalent to the process $\left(S_{3}, S_{4}\right)$, where

$$
\begin{array}{ll}
S_{3}(t)=\sum_{n=1}^{N(t)}\left[I_{1 n} \sum_{i=1}^{\eta_{1 n}} Y_{1 i}+I_{0 n} \sum_{i=1}^{\eta_{0 n}} Y_{0 i}\right], & t \geq 0 \\
S_{4}(t)=\sum_{n=1}^{N(t)}\left[I_{2 n} \sum_{i=1}^{\eta_{2 n}} Y_{2 i}+I_{0 n} \sum_{i=1}^{\eta_{0 n}} Y_{0 i}\right], \quad t \geq 0 \tag{12}
\end{array}
$$

where $\left(I_{11}, I_{21}, I_{01}\right)$ is a vector with distribution (6) and the other random elements are the same as those described in (6), (7) and (8). The equivalence is in the sense of their finite dimensional distributions.

Proof: All processes have homogeneous and independent additive increments and they start from the coordinate beginning, therefore in order to prove their stochastic equivalence it is enough to prove equality of their univariate time intersections. Due to the uniqueness of the correspondence between the probability laws and their Laplace-Stieltjes transforms(LSTs), it is enough to derive equality between the (LSTs).

Consider $t \geq 0, z_{1} \geq 0$ and $z_{2} \geq 0$. The definition of LSTs., (5), and the multiplicative property of LSTs, the formula for relation between the LST of compound distribution and LST of summands and the number of summands, the well known form of the LST of compound Poisson processes, (2), (1) imply

$$
\begin{aligned}
& E e^{-z_{1} S_{1}(t)-z_{2} S_{2}(t)}=E e^{-z_{1} \Sigma_{i=1}^{B_{1}(t)} Y_{1 i}-\left(z_{1}+z_{2}\right) \sum_{i=1}^{B_{0}(t)} Y_{0 i}-z_{2} \Sigma_{i=1}^{B_{2}(t)} Y_{2 i}} \\
& =E e^{-z_{1} \sum_{i=1}^{B_{1}(t)} Y_{1 i}} E e^{-\left(z_{1}+z_{2}\right) \sum_{i=1}^{B_{0}(t)} Y_{0 i}} E e^{-z_{2} \sum_{i=1}^{B_{2}(t)} Y_{2 i}} \\
& =g_{B_{1}(t)}\left(E e^{-z_{1} Y_{11}}\right) g_{B_{0}}\left[E e^{-\left(z_{1}+z_{2}\right) Y_{01}}\right] g_{B_{2}(t)}\left(E e^{-Y_{21}}\right) \\
& =e^{-\lambda_{1} t\left[1-g_{1}\left(E e^{\left.-z_{1} Y_{11}\right)}\right]\right.} e^{-\lambda_{0} t\left\{1-g_{0}\left[E e^{-\left(z_{1}+z_{2}\right) Y_{01}}\right]\right\}} e^{-\lambda_{2} t\left[1-g_{2}\left(E e^{\left.-z_{2} Y_{2}\right)}\right)\right]} \\
& =e^{-\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right) t\left\{1-\left[\frac{\lambda_{1}}{\lambda} g_{1}\left(E e^{-z_{1} Y_{11}}\right)+\frac{\lambda_{0}}{\lambda} g_{0}\left[E e^{\left.\left.-\left(z_{1}+z_{2}\right) Y_{01}\right]+\frac{\lambda_{2}}{\lambda} g_{2}\left(E e^{\left.-z_{2} Y_{21}\right)}\right]\right\}} \text {. } . . . . ~ . ~\right.\right.\right.}
\end{aligned}
$$

From the other side if we consider $z_{3} \geq 0$ and $z_{4} \geq 0$, the definitions (11), (12), the formula for double expectations, the independence between $N$ and the other components of the processes $S_{3}$ and $S_{4}$ entail

$$
\begin{aligned}
E e^{-z_{3} S_{3}(t)-z_{4} S_{4}(t)} & =E e^{-z_{3} \sum_{n=1}^{N(t)}\left[{ }_{11} \sum_{i=1}^{\eta_{1 n}} Y_{1 i}+I_{0 n} \sum_{i=1}^{\eta_{0 n}} Y_{0 i}\right]-z_{4} \sum_{n=1}^{N(t)}\left[I_{2 n} \sum_{i=1}^{\eta_{2 n}} Y_{2 i}+I_{0 n} \sum_{i=1}^{\eta_{0 n}} Y_{0 i}\right]} \\
& =\sum_{n=0}^{\infty}\left\{E e^{-z_{3} I_{11} \sum_{i=1}^{\eta_{11}} Y_{1 i}-\left(z_{3}+z_{4}\right) I_{01} \sum_{i=1}^{\eta_{01}} Y_{0 i}-z_{4} I_{21} \sum_{i=1}^{\eta_{21}} Y_{2 i}}\right\}^{n} P(N(t)=n) .
\end{aligned}
$$

Now (6) and the total probability formula and the formula about the relation between the for LST of a compound, the LST of the summands and p.g.f. of the number of summands, imply

$$
\begin{aligned}
& \operatorname{Eexp}\left\{-z_{3} I_{11} \sum_{i=1}^{\eta_{11}} Y_{1 i}-\left(z_{3}+z_{4}\right) I_{01} \sum_{i=1}^{\eta_{01}} Y_{0 i}-z_{4} I_{21} \sum_{i=1}^{\eta_{21}} Y_{2 i}\right\}=
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\lambda_{1}}{\lambda} g_{1}\left(E e^{-z_{3} Y_{11}}\right)+\frac{\lambda_{0}}{\lambda} g_{2}\left(E e^{-\left(z_{3}+z_{4}\right) Y_{01}}\right)+\frac{\lambda_{2}}{\lambda} g_{2}\left(E e^{-z_{4} Y_{21}}\right)
\end{aligned}
$$

Therefore the formula for p.g.f. of Poisson distribution entails

$$
\begin{aligned}
& E e^{-z_{3} S_{3}(t)-z_{4} S_{4}(t)}=\sum_{n=0}^{\infty}\left\{\frac{\lambda_{1}}{\lambda} g_{1}\left(E e^{-z_{3} Y_{1 i}}\right)+\frac{\lambda_{0}}{\lambda} g_{2}\left(E e^{-\left(z_{3}+z_{4}\right) Y_{0 i}}\right)+\frac{\lambda_{2}}{\lambda} g_{2}\left(E e^{-z_{4} Y_{2 i}}\right)\right\}^{n} P(N(t)=n) \\
& =e^{-\lambda t\left\{1-\left[\frac{\lambda_{1}}{\lambda} g_{1}\left(E e^{-z_{3} Y_{11}}\right)+\frac{\lambda_{0}}{\lambda} g_{0}\left[E e^{\left.-\left(z_{3}+z_{4}\right) Y_{01}\right]+\frac{\lambda_{2}}{\lambda}} g_{2}\left(E e^{\left.-z_{4} Y_{21}\right)}\right]\right\} \text {. } . . . . ~ . ~\right.\right.}
\end{aligned}
$$

which is exactly $E e^{-z_{1} S_{1}(t)-z_{2} S_{2}(t)}$. In this way the proof is completed.
Now we are ready to say that the risk process $R$, defined in (5) is a C-L risk process.
Theorem 3. The risk process, described in (5) is stochastically equivalent to the process

$$
R(t)=u+c t-\sum_{n=1}^{N(t)}\left[I_{1 n} \sum_{i=1}^{\eta_{1 n}} Y_{1 i}+2 I_{0 n} \sum_{i=1}^{\eta_{0 n}} Y_{0 i}+I_{2 n} \sum_{i=1}^{\eta_{2 n}} Y_{2 i}\right], \quad t \geq 0 .
$$

The proof of Theorem 3 follows immediately from the definition (5) of the risk process $R$, the definitions of $S, S_{1}$ and $S_{2}$, (see 4, and 5) and Theorem 2.

## 4 The characteristics of the risk model $R$

In this section using the well known results about the C-L risk model we obtain the numerical characteristics, conditional distributions and probabilities for ruin of the risk model (5).

Denote by
$\tau(u)=\inf \{t>0: R(t)<0 \mid R(0)=u\}, u \geq 0, \inf =\infty$, the time of ruin with initial capital $u \geq 0$;
$\psi(u)=P(\tau(u)<\infty \mid R(0)=u)$, the probability for ruin in infinite horizon;
$\delta(u)=1-\psi(u)$, the probability for survival in infinite horizon;
$\lambda=\lambda_{1}+\lambda_{2}+\lambda_{3}$ is the intensity of the merged $N(t) \sim \operatorname{HPP}(\lambda)$. Then it is the parameter of the exponential distribution, which models the inter-arrival times in the merged risk process presentation.

The mixed claim size in the merged risk process presentation are

$$
Y_{s}:=I_{1 s} \sum_{i=1}^{\eta_{1 s}} Y_{1 i}+2 I_{0 s} \sum_{i=1}^{\eta_{0 s}} Y_{0 i}+I_{2 s} \sum_{i=1}^{\eta_{2 s}} Y_{2 i}, \quad s=1,2, \ldots
$$

Note that these r.vs. are i.i.d.
In the next theorem using the results for the Cramer-Lundberg model (see e.g. Grandell [6], Gerber [5], Embrechts, Klueppelberg, Mikosch [4] Rolski, Schmidli, Schmidt, Teugels [15]) we characterise the risk process $R$.

Theorem 4. Consider the risk model $R$, defined in (5). Denote by

$$
\mu=\lambda_{1} E\left(\eta_{11}\right) E\left(Y_{11}\right)+2 \lambda_{0} E\left(\eta_{01}\right) E\left(Y_{01}\right)+\lambda_{2} E\left(\eta_{21}\right) E\left(Y_{21}\right)
$$

Then
i) In case when the expectations are finite, the safety loading is $\rho=\frac{c}{\mu}-1$ and the net profit condition is $c>\mu$.
ii) In case when the expectations are finite and the net profit is satisfied $\psi(0)=\frac{\mu}{c}$.
iii) The general formula for the Laplace - Stieltjes transform of $\delta(u)$ is

$$
l_{\delta}(s)=\frac{s(c-\mu)}{c s-\lambda-\lambda_{1} g_{1}\left(E e^{-s Y_{11}}\right)-\lambda_{2} g_{2}\left(E e^{-s Y_{21}}\right)-\lambda_{0} g_{0}\left(E e^{-2 s Y_{01}}\right)} .
$$

iv) The distribution of the deficit at the time of ruin, given that ruin with initial capital zero happen has the following distribution

$$
\begin{aligned}
\mathbb{P}(-R(\tau(0)+) & \leq x \mid \tau(0)<\infty)= \\
& =\sum_{k=1}^{2}\left\{\frac{\lambda_{k}}{\mu} \int_{0}^{x} P\left(\sum_{i=1}^{\eta_{k 1}} Y_{k 1} \geq y\right) d y\right\}+\frac{\lambda_{0}}{\mu} \int_{0}^{x} P\left(\sum_{i=1}^{\eta_{01}} Y_{01} \geq \frac{y}{2}\right) d y .
\end{aligned}
$$

v) Given the second moments exist,

$$
\begin{aligned}
& \mathbb{E}(-R(\tau(0)+) \mid \tau(0)<\infty)= \\
& =\frac{1}{\mu}\left\{\sum_{k=1}^{2} \lambda_{k}\left[E\left(\eta_{k 1}\right) D\left(Y_{k 1}\right)+E\left(\eta_{k 1}^{2}\right)\left[E\left(Y_{k 1}\right)\right]^{2}\right]+4 \lambda_{0}\left[E\left(\eta_{01}\right) D\left(Y_{01}\right)+E\left(\eta_{01}^{2}\right)\left[E\left(Y_{01}\right)\right]^{2}\right]\right\} . \\
& \mathbb{E}(\tau(0) \mid \tau(0)<\infty)= \\
& \quad=\frac{\sum_{k=1}^{2} \lambda_{k}\left[E\left(\eta_{k 1}\right) D\left(Y_{k 1}\right)+E\left(\eta_{k 1}^{2}\right)\left[E\left(Y_{k 1}\right)\right]^{2}\right]+4 \lambda_{0}\left[E\left(\eta_{01}\right) D\left(Y_{01}\right)+E\left(\eta_{01}^{2}\right)\left[E\left(Y_{01}\right)\right]^{2}\right]}{\mu(c-\mu)} .
\end{aligned}
$$

vi) The joint distribution of the severity of (deficit at) ruin and the risk surplus just before the ruin with initial capital zero is:

$$
\begin{aligned}
\mathbb{P}(-R(\tau(0)+ & >x, R(\tau(0)-)>y \mid \tau(0)<\infty)= \\
= & \sum_{k=1}^{2}\left\{\frac{\lambda_{k}}{\mu} \int_{0}^{x+y} P\left(\sum_{i=1}^{\eta_{k 1}} Y_{k 1} \geq y\right) d y\right\}+\frac{\lambda_{0}}{\mu} \int_{0}^{x+y} P\left(\sum_{i=1}^{\eta_{01}} Y_{01} \geq \frac{y}{2}\right) d y
\end{aligned}
$$

vii) The distribution of the claim causing ruin is
$\mathbb{P}(R(\tau(0)-)-R(\tau(0)+) \leq x \mid \tau(0)<\infty)=$

$$
=\sum_{s=1}^{2} \frac{\lambda_{s}}{\mu} \int_{0}^{x} y d P\left(\sum_{i=0}^{\eta_{s 1}} Y_{s 1}<y\right)+\frac{2 \lambda_{0}}{\mu} \int_{0}^{\frac{x}{2}} y d P\left(\sum_{i=0}^{\eta_{01}} Y_{01}<y\right) .
$$

viii) If the distribution of $Y_{1}$ is domilatetly varying which means that

$$
\limsup _{x \rightarrow \infty} \frac{\lambda_{1} P\left(\sum_{i=0}^{\eta_{11}} Y_{11}<\frac{x}{2}\right)+\lambda_{2} P\left(\sum_{i=0}^{\eta_{21}} Y_{21}<\frac{x}{2}\right)+\lambda_{0} P\left(\sum_{i=0}^{\eta_{01}} Y_{01}<\frac{x}{4}\right)}{\lambda_{1} P\left(\sum_{i=0}^{\eta_{11}} Y_{11}<x\right)+\lambda_{2} P\left(\sum_{i=0}^{\eta_{21}} Y_{21}<x\right)+\lambda_{0} P\left(\sum_{i=0}^{\eta_{01}} Y_{01}<\frac{x}{2}\right)}<\infty,
$$

then

$$
\lim _{u \rightarrow \infty} \frac{\psi(u)}{\int_{0}^{u}\left[\sum_{k=1}^{2} \lambda_{k} P\left(\sum_{i=1}^{\eta_{k 1}} Y_{k 1} \geq y\right)\right]+\lambda_{0} P\left(\sum_{i=1}^{\eta_{01}} Y_{01} \geq \frac{y}{2}\right) d y}=\frac{1}{c-\mu} .
$$

ix) For this model, the small claim condition means that there exists the Cramer-Lundberg exponent $\varepsilon$ which is the smallest possible solution of the equation

$$
\lambda_{1}\left[1-g_{1}\left(E e^{\varepsilon Y_{11}}\right)\right]+\lambda_{0}\left[1-g_{0}\left(E e^{2 \varepsilon Y_{01}}\right)\right]+\lambda_{2}\left[1-g_{2}\left(E e^{\varepsilon Y_{21}}\right)\right]=c \varepsilon .
$$

In that case $\psi(u) \leq e^{-\varepsilon u}$ and choosing $\alpha \in(0,1)$ we can find appropriate premium income rate $c$, in such a way that $\psi(u) \leq \alpha$.
If additionally

$$
\sum_{k=1}^{2}\left\{\frac{\lambda_{k}}{\mu} \int_{0}^{\infty} x e^{\varepsilon x} P\left(\sum_{i=1}^{\eta_{k 1}} Y_{k 1} \geq x\right) d x\right\}+\frac{\lambda_{0}}{\mu} \int_{0}^{\infty} x e^{\varepsilon x} P\left(\sum_{i=1}^{\eta_{01}} Y_{01} \geq \frac{x}{2}\right) d x<\infty,
$$

then the following Cramer-Lundberg approximation of the probability of ruin holds

$$
\lim _{u \rightarrow \infty} e^{\varepsilon u} \psi(u)=\frac{c-\mu}{\varepsilon\left\{\sum_{k=1}^{2}\left[\lambda_{k} \int_{0}^{\infty} x e^{\varepsilon x} P\left(\sum_{i=1}^{\eta_{k 1}} Y_{k 1} \geq x\right) d x\right]+\lambda_{0} \int_{0}^{\infty} x e^{\varepsilon x} P\left(\sum_{i=1}^{\eta_{01}} Y_{01} \geq \frac{x}{2}\right) d x\right\}} .
$$

Scetch of the proof: The Total probability formula entails that the c.d.f. of $Y_{1}$ is

$$
\begin{equation*}
F_{Y_{1}}(x)=\frac{\lambda_{1}}{\lambda} P\left(\sum_{i=0}^{\eta_{11}} Y_{11}<x\right)+\frac{\lambda_{2}}{\lambda} P\left(\sum_{i=0}^{\eta_{21}} Y_{21}<x\right)+\frac{\lambda_{0}}{\lambda} P\left(\sum_{i=0}^{\eta_{01}} Y_{01}<\frac{x}{2}\right) \tag{13}
\end{equation*}
$$

Using the double expectation formula we obtain their mean and LST

$$
\begin{gathered}
E Y_{1}=\frac{\lambda_{1}}{\lambda} E\left(\eta_{1 s}\right) E\left(Y_{11}\right)+\frac{2 \lambda_{0}}{\lambda} E\left(\eta_{0 s}\right) E\left(Y_{01}\right)+\frac{\lambda_{2}}{\lambda} E\left(\eta_{2 s}\right) E\left(Y_{21}\right)=: \frac{\mu}{\lambda}, \\
E e^{-s Y_{1}}=\frac{\lambda_{1}}{\lambda} g_{1}\left(E e^{-s Y_{11}}\right)+\frac{\lambda_{2}}{\lambda} g_{2}\left(E e^{-s Y_{21}}\right)+\frac{\lambda_{0}}{\lambda} g_{0}\left(E e^{-2 s Y_{01}}\right) .
\end{gathered}
$$

In order to complete the proof we just replace these expressions in the well known formulae for the C-L model.

## 5 Conclusive remarks

Due to their feasibility risk models with dependent classes of business have recently attracted much attention is scientific literature. Although in general multivariate case with common shocks the formulae for their characteristics are huge, here using the bivariate model we show that these models can be reduced to the C-L case. This allows us to use already known results which reasonably simplifies the calculations. In analogous way we can reduce similar multivariate (with more then two classes of business) risk models with arbitrary common shocks to C-L model. Many particular cases can investigated. For example the numbers of claims in different groups can be of any discrete integer probability type. $\eta_{01}, \eta_{11}, \eta_{21}$ can be constants, Poisson, Geometric, Negative binomial, Truncated geometric, Logarithmic, Binomial ets. We mention these, because there are explicit formulae and Panjer's type recursions (see [15]) for their compounds. These three r. vs. are not obligatory identically distributed. In case when the number of summands is governed by some distribution which has no investigated compound then higher-order asymptotic expansions presented e.g. in [1] and the references there in can be very useful. The experience of the author shows that the Monte-Carlo method is flexible, easy to implement, not so time consuming, and gives good results. See e.g. [7].

## REFERENCES:

[1] Albrecher, H., Hipp, Ch., and Kortschak, D. Higher-order expansions for compound distributions and ruin probabilities with subexponential claims. Scandinavian Actuarial Journal, 2010 (2) (2010), 105-135.
[2] Cossette, H., Marceau, H., The discrete-time risk model with correlated classes of business. Insurance: Mathematics and Economics, 26 (2) (2000), 133-149.
[3] Cramer, H., On the mathematical theory of risk, Skandia Jubilee Volume, Centraltryckeriet, Stockholm, Sweden, (1930).
[4] Embrechts, Paul, Klueppelberg, Cl., Mikosch, Th., Modelling extremal events: for insurance and finance, Springer, (1997).
[5] Gerber, Hans U., An introduction to mathematical risk theory, Huebner Foundation, (1979).
[6] Grandell, Jan, Aspects of risk theory, Springer-Verlag, New York (1991).
[7] Jordanova, P., Petkova M., Stehlik M., Compound power series distribution with negative multinomial siummands: characterisation amd risk process, accepted in RevStat (2017).
[8] Jordanova, P.K., Stehlik, M., On multivariate modifications of Cramer-Lundberg risk model with constant intensities. Accepted in Stochastic Analysis and Applications, (2018). https://doi.org/10.1080/07362994.2018.1471403
[9] Lundberg, F., Some supplementary researches on the collective risk theory, Scandinavian Actuarial Journal, Taylor and Francis, 15 (3) (1932), 137—158.
[10] Marshall, A.W., Olkin, I., A multivariate exponential distribution. Journal of the American Statistical Association, 62 (1967), 30-44.
[11] Marshall, A.W., Olkin, I., Families of multivariate distributions. Journal of the American Statistical Association, 83 (1988), 834-841.
[12] Hesselager, O., Recursions for certain bivariate counting distributions and their compound distributions. ASTIN Bulletin, 26 (1996), 35-52.
[13] Panjer, H.H., Recursive evaluation of a famfly ol compound distrlbutions, ASTIN Bulletin, 12, (1992), 22-26.
[14] Panjer, H.H., Willmot, G. E. Recursions for compound distributions. ASTIN Bulletin: The Journal of the IAA 13 (1) (1982), 1-12.
[15] Rolski, T., Schmidli, H., Schmidt, V., Teugels, J., Stochastic processes for insurance and finance, John Wiley and Sons, 505, (2009).
[16] Sundt, B., On some extentions of Panjer's, class of counting dlstrlbtmons. ASTIN Bulletin, 22, (1992), 61-80.
[17] Sundt, B., Vernic, R., Recursions for convolutions and compound distributions with insurance applications. Springer Science and Business Media, (2009).
[18] Vernic, Raluca. On the Evaluation of the Distribution of a General Multivariate Collective Model: Recursions versus Fast Fourier Transform. Risks 6(3) (2018), 87, 1-14.
[19] Wang, S., Aggregation of correlated risk portfolios: models and algorithms, Proceedings of the Casualty Actuarial society, 85 (163) (1998), 848-939.

## Pavlina Jordanova

Faculty of Mathematics and Informatics, Konstantin Preslavski University, Universitetska str. 115, 9700 Shumen, Bulgaria
E-mail: p.jordanova@shu.bg

